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Motivation
•Behavior cloning (BC) from successful demos can be brittle.
• Including failure and recovery in the dataset and running offline
RL can reduce brittleness by learning to recover.

•But, naively adding failures can lead to overfitting.

VBT method

Every episode grounded
by terminal reward

Consistent background forces visual 
attention to relevant features.

Demonstration of  failure and 
recovery behavior

https://cnsviewer.corp.google.com/cns/lu-d/home/brandfon/mars/ssot_to_video/TShirt
Lift3DDoublePick_v1/ReachSessionToSteps4ViewsRelativePoseTerminateConverter
/NoOpAdapter/ReachSSOTTShirtPolicyIQLRLOverlayEpisodeVideoWriter/2022_08_
23_16_08_46/shards_0-5_video_11.webm?user=

Approach Fail-Grasp Fail-Lift

Recover Successful-Grasp Successful-Lift

Intution about why VBT reduces overfitting:

Visual Backtracking Teleoper-ation (VBT) is a protocol to
collect data specifically forimage-based offline RL.

VBT improves sample
efficiency relative tostandard datasets byimproving coverage andpreventing visual overfitting.

Take a picture to
see the project website.‘

Experimental results
Real robot setup for visual grasping:

VBT data leads to better visual grasping Q functions:

VBT leads to better visual grasping policies:
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