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Motivation

e Behavior cloning (BC) from successful demos can be brittle.

¢ Including failure and recovery in the dataset and running offline

RL can reduce brittleness by learning to recover.

e But, naively adding failures can lead to overfitting.

Success Only Coverage + Success

4 Key )

[ ]

Initial states

A
7& L \XT/ Goagates

LfP + Success VBT - Ours N
Data

trajectories

A
Agent
\during eval y

VBT method

v
&
+
&

Recover Successful-Grasp Successful-Lift

Intution about why VBT reduces overfitting:
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Visual Backtracking Teleoper-
ation (VBT) is a protocol to
collect data specifically for
Image-based offline RL.

VBT improves sample
efficiency relative to
standard datasets by
Improving coverage and
preventing visual overfitting.
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Take a picture to

see the project website.

Experimental results

Real robot setup for visual grasping:
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VBT data leads to better visual grasping Q functions:
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VBT leads to better visual grasping policies:
Dataset Policy  Task Success
Success BC 66 = 4%
Success AWAC 67 3%
Success IQL 69 + 3%
Coverage+Success AWAC 02 = 4%
Coverage+Success IQL 64 = 3%
LfP+Success AWAC 62 + 4%
LfP+Success IQL 58 * 4%
VBT-Ours BC 73 = 3%
VBT-Ours AWAC 73 = 3%
VBT-Ours IQL 79 + 3%

TABLE 1
EVALUATION OF GRASPING ON AN AB TEST OF 1437 TOTAL EPISODES.
ERROR BARS REPORT STANDARD ERROR.
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